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Abstract: Chronic kidney disease is a general definition of kidney dysfunction that lasts more than 3 months. When chronic kidney disease 
is advanced, the kidneys are no longer able to cleanse the blood of toxins and harmful waste products and can no longer support  
the proper function of other organs. The disease can begin suddenly or develop latently over a long period of time without the presence of 
characteristic symptoms. The most common causes are other chronic diseases – diabetes and hypertension. Therefore, it is very important 
to diagnose the disease in early stages and opt for a suitable treatment - medication, diet and exercises to reduce its side effects.  
The purpose of this paper is to analyse and select those patient characteristics that may influence the prevalence of chronic kidney  
disease, as well as to extract classification rules and action rules that can be useful to medical professionals to efficiently and accurately 
diagnose patients with kidney chronic disease. The first step of the study was feature selection and evaluation of its effect on classification 
results. The study was repeated for four models – containing all available patient data, containing features identified by doctors as major 
factors in chronic kidney disease, and models containing features selected using Correlation Based Feature Selection and Chi-Square 
Test. Sequential Minimal Optimization and Multilayer Perceptron had the best performance for all four cases, with an average accuracy  
of 98.31% for SMO and 98.06% for Multilayer Perceptron, results that were confirmed by taking into consideration the F1-Score, for both 
algorithms was above 0.98. For all these models the classification rules are extracted. The final step was action rule extraction. The paper 
shows that appropriate data analysis allows for building models that can support doctors in diagnosing a disease and support their deci-
sions on treatment. Action rules can be important guidelines for the doctors. They can reassure the doctor in his diagnosis or indicate new, 
previously unseen ways to cure the patient. 
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1. INTRODUCTION 

Chronic kidney disease (CKD) is a common disease that  
affects between 8% and 16% of the population worldwide [1]. It is 
often misdiagnosed or underdiagnosed in the earlier stages  
because there are no particular evident symptoms in these stages 
of development, but can it can be detected through laboratory 
testing. Due to the lower rate of proper identification in the incipi-
ent phases of the disease, Kidney Disease Outcomes Initiative of 
the National Kidney Foundation has recently proposed guidelines 
to describe CKD. In these guidelines it is stated that CKD is char-
acterised by structural or functional abnormalities that last and/or 
progress for more than 3 months, with or without decreased glo-
merular filtration rate (GFR), manifest by either pathological ab-
normalities or markers of kidney damage, including abnormalities 
in the specific blood or urine tests or in medical imaging tests or 
by a GFR less than 60 mL/min/1.73 m2 for more than 3 months, 
with or without kidney damage [2,3].  

Early detection is extremely important to minimise the chanc-
es of progression to kidney failure. There are initiating factors that 
can contribute to increasing the risk of developing CKD, and some 
of them are related to ethnicity and family health record, whether 
or not end-stage kidney disease is present along with high-risk 
factors. Other aspects that can be taken into consideration are 

age, stating that the number of nephrons that loss function  
is increased with ageing, gender, some studies implying that the 
progression of CKD is more rapid at men [4]. Diabetes and hyper-
tension are the two main causes of CKD which are responsable 
for up to two-third of the cases: diabetes, due to the presence of 
too much glucose in the blood that damage the filtering function of 
the kidneys and high blood pressure that can affect the blood 
vessels that irrigate the kidneys. Apart from them, glomerulone-
phritis and unknown causes are more common in countries  
of Asia and sub-Saharan Africa [5]. 

With the possibility of early detection, it will be a transition 
from a life-threatening condition that requires lifelong care and the 
imminent occuring of dialysis to a more common condition that 
focuses on prevention and slowing the loss of kidneys functionali-
ty [6]. Data mining is an effective instrument to extract useful 
hidden information from voluminous datasets. Health industry 
provides a large amound of complex data  about patients and 
diseases that requires preparation, processing, modelling and 
evaluation for knowledge extraction that can be used by the 
healthcare professionals when making diagnosis decisions and 
treatment plans [7]. Medical data is loaded with structured and 
unstructured information and it is characterised by an inconven-
ient aspect: high dimensionality. Feature selection is a common 
processing procedure for dimensionality reduction, so the algo-

https://orcid.org/0000-0002-1548-5640
https://orcid.org/0000-0003-4383-5713


DOI  10.2478/ama-2022-0022              acta mechanica et automatica, vol.16 no.3 (2022) 

181 

rithm is modelled for better understanding of the underlying trends 
within the dataset [8]. The analysis of medical data allows to 
reduce its dimensionality and also to extract certain rules that may 
be relevant to the diagnosis and treatment processes. It also gives 
the possibility to modify these rules by replacing some flexible 
attributes. It allows to reclassify the patient from one group to 
another. These rules can help doctors in their work by giving 
some guidance, for example on treatment options [9]. 

Various automatic diagnosis methods have been proposed 
and tested to detect the early stage of CKD. Avci et al. provides a 
performance comparison using different classifiers: Naïve Bayes, 
Support Vector Machine, K-Star and the famous J48 [10]. A. Rady 
et al. analyse the alternative of using artificial neural network 
algorithms and support vector machine to determine which algo-
rithm display the best classification results [11]. Attribute sellection 
and clustering methods were used by S.B. Akben to create sub-
sets of the dataset to be further evaluated with K-Nearest Neigh-
bour. The attributes were divided into three main categories, those 
related to blood tests, urine tests and other parameters, and 
different combinations of subsets were tested [12]. By considering 
that some elements of information are hidden from clinical data, 
these techniques can facilitate, as well as lower the cost of, a less 
invasive approach of diagnosis. 

The aim of this article is to analyse and select features and to 
investigate the impact of feature selection on the selected classifi-
ers accuracy. The paper will also show the extracted classification 
and action rules. 

2. MATERIALS AND METHODS  

“Chronic Kidney Disease” is the dataset used in this paper, 
extracted from UCI Machine Learning Repository. It is a collection 
of 400 instances with 24 attributes plus the class attribute, regis-
tered during a period of aproximatively 2 months at the Apollo 
Hospitals. The characteristics of all attributes are shown in Tab. 1. 
The original dataset contains missing values which can lead to 
inaccurate results and reduce the model accuracy. Instead of 
eliminating the instance from the dataset, we opt for replacing the 
missing values using statistical methods. Supervised attribute filter 
ReplaceMissingValues [40] from Weka software, was used to fill 
the unknown values by calculating the mean of all values for a 
specific attributes – the mean of the column. The attributes are 
numeric and nominal and they indicate the results of a range of 
blood and urine tests and the presence or absence of common 
diseases that increase the risk of developing CKD. There are two 
classes: 250 instances distributed for ckd which means a high 
probability of have chronic kidney disease in early stages and 150 
instances for notckd, the patients that are generally not prone to 
chronic kidney disease. 

Tab. 1. Attribute information 

No. 
Attribute 

name 
Description Average value 

1 age 
age of the patient (num)  

in years 
51 

2 bp 
blood pressure (num)  

in mm/hg 
76 

3 sg specific gravity (nom) - 

4 al albumin (nom) - 

5 su sugar (nom) - 

6 rbc red blood cells (nom) normal/abnormal 

7 pc pus cell  (nom) normal/abnormal 

8 pcc pus cell clumps (nom) present/not present 

9 ba bacteria (nom) present/not present 

10 bgr 
blood glucose random 

(num) in mgs/dl 
148 

11 bu blood urea (num) in mgs/dl 57 

12 sc 
serum creatinine (num)  

in mgs/dl 
3 

13 sod sodium (num) in meq/l 138 

14 pot potassium (num)  in meq/l 4.62 

15 hemo hemoglobin (num) in gms 12.5 

16  pcv packed cell volume 39 

17 wbcc 
white blood cell count (num) 

in cells/cum 
8406 

18 rbcc 
red blood cell count(num) in 

millions/cmm 
4.7 

19 htn hypertension (nom) yes/no -values 

20 dm diabetes mellitus (nom) yes/no -values 

21 cad 
coronary artery disease 

(nom) 
yes/no -values 

22 appet appetite (nom) good/poor 

23 pe pedal edema (nom) yes/no -values 

24 ane anemia (nom) yes/no -values 

25 class class (nom) ckd/notckd 

In order to ease the learning procedure, the raw values were 
transformed into descriptive data which can better express the 
medical information. All the numerical data were saved as nominal 
data and then, the individual test values were divided into specific 
ranges accordingly with the ones reported in literature:  

 blood presure (bp) [13]:  
 less that 60 mm/Hg – low (0);  
 60-80 mm/Hg – normal (1); 
 80-90 mm/Hg – prehypertension (2); 
 higher than 90 – hypertension (3); 

 blood glucose random (bgr) [14]:  
 less than 70 mgs/dl – hypoglicemia (0); 
 70-125 mgs/dl – normal (1); 
 125-200 mgs/dl – high (2); 
 200-350 mgs/dl – extremely high (3); 
 higher than 380 – metabolic consequences (4); 

 blood urea (bu) [15]:  
 8-21 mgs/dl – normal (1); 
 higher than 21 mgs/dl – high (2); 

 serum creatinine (sc) [16]:  
 less than 1.2mg/dl – normal (1); 
 1.2–2mg/dl – mild renal (2); 
  2–3mg/dl – moderate renal (3); 
 higher than 3 mg/dl – severe renal (4); 

 sodium (sod) [17]:  
 lower than 135 mEq/L – hyponatremia (0); 
 135-145 mEq/L – normal (1); 
 higher that 145 mEq/L – high (2); 

 potasium (pot) [18]:  
 lower than 3.5 mEq/L – close to hypokalemia (0); 
 3.5-5 mEq/L – normal (1); 
 higher than 5 mEq/L – high (2); 

 hemoglobin (hemo) [19]:  
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 lower than 12.5 gms – low (0); 
 12.5-17.5 gms – normal (1); 
 higher that 17.5 gms – high (2); 

 packed cell volumes (pcv) [20]:  
 lower that 36% – low (0); 
 36-53% – normal (1); 
 higher than 53% – high (2); 

 white blood cell count (wbcc) [21]:  
 lower than 4000 cells/cum – low (0); 
 4000-11000 cells/cum – normal (1); 
 higher than 11000 cells/cum – high (2); 

 red blood cell count (rbcc) [22]:  
 lower than 3.92 millions/cmm – low (0); 
 3.92-5.65 millions/cmm – normal (1); 
 higher than 5.65 millions/cmm – high (2); 

The first step of the research was feature selection and study 
their effect on the accuracy of classifying patients into healthy and 
chronic kidney disease groups. In this case, some of the attributes 
need to be removed due to their little relevance. Following meth-
ods were used for attribute reduction:  

 Correlation Based Feature Selection is a fully automatic algo-
rithm used to determine a good feature subset that contains 
the attributes highly predictive of the class correlated and, 
simultaneously, uncorrelated with each other. All the features 
and the class are treated in a uniform manner and the merit of 
each attribute is calculated using Ranker Search Method. Ir-
relevant features should be neglected because they have low 
correlation to the class and redundant features should be re-
moved as they are highly correlated with at least one of the 
remaining features [23]. 

 Chi-Square Test for Feature Selection was used to test the 
relationship between the features. It starts from the assump-
tion that two characteristics are independent of each other, 
and then evaluate whether this hypothesis is correct by calcu-
lating the statistics, the magnitude of the deviation between 
the actual and theoretical values [24]. 
The second part of this study was building models including all 

attributes and attributes extracted by feature selection. To carry 
out the second part of this study, models were built using either all 
the attributes or attributes extracted by features selection meth-
ods. Then we applied the classification to check if the selection of 
features gave the expected results. For classification, we used the 
following algorithms: 

 AdaBoostM1 algorithm generates a strong classifier using a 
linear combination of member classifiers and selects a mem-
ber classifier to minimize the error and to maximize the diver-
sity among the member of the classifiers in each cycle [25]. It 
is particularly common to use decision stumps, small decision 
trees with two leaves, to build more complex base learners 
that provides good classifiers when boosted [26]. 

 Sequential Minimal Optimization (SMO) split the quadric 
programming problems into a series of smallest possible QP 
subproblems which are solved analytically. The main ad-
vantages of this problems are related to small memory space 
because it solves the problem without any extra matrix stor-
age, and it requires less computing time due to a non-iterative 
routine for each small problem [27]. 

 Multilayer Perceptron is an artificial feed-forward neural net-
work based on a three layers architecture: the input layer, the 
hidden layer with a non-linear activation function and an out-
put layer where the classification task is performed. Each lay-

er has a various number of neurons that are trained using 
back propagation learning algorithm [28]. Each neuron has a 
mathematical function that gain the input from a previous layer 
and produce the output for the following layer [29]. 

 Naïve Bayes Classification is based on the Bayes’ Theorem 
and provides a way of combining prior probability and condi-
tional probabilities into a single formula and then choose the 
classification with the highest values. The premise of this algo-
rithm is that all the attributes contribute equally and inde-
pendently to the model. In practice, this assumption is not cor-
rect but Naïve Bayes algorithm has become an important 
probabilistic model with remarkable success in practice [30]. 

 J48 decision tree in which every detail of the information is 
split into minor subsets by choosing an attribute. The principle 
of J48 decision tree is to split every detail present in the infor-
mation into minor subsets by choosing an attribute of refer-
ence. At each node, the algorithm chooses the highest worthy 
information-gain attribute to split the data. This process is 
stopped when a subset has a place with a similar class in all 
the instances [31]. 

 JRip main premise is to produce error reduction at each in-
cremental pruning and it consists on two phases: the grow 
phase when it continues to add terms to the rule until it is ac-
curate and the incrementally pruning phase of each rule [32]. 

 CART is a tree-building technique structured as a binary 
recursive portioning as each node from the decision tree can 
be split in only two groups. It is a practical algorithm used in 
clinical setting because it creates uncomplicated rules that 
have a common point with the perspective of the clinicians  
[33]. 

 The idea behind the PART algorithm is to build a partial tree 
with a separate-and-conquer strategy: when it creates a rule, 
the instances covered in it are removed and the process con-
tinues with the remaining instances until there are none left 
[34]. 

 Random Trees uses a collection of tree classifiers and pro-
duces a random set of data to build a decision tree. The input 
data is classified at each tree and the overall decision is made 
by so called “votes”. At a node, a random subset of training 
data is analysed and the best split is made for that particular 
subset [35]. 
We used a 10-fold cross-validation for testing, training and 

validation. The basic principle is to divide the data: a high percent 
of the data is used to build the model and then use the left-out 
samples to be predicted as unseen data [36]. In a 10-fold cross-
validation the dataset is randomly split into 10 mutually exclusive 
subsets of approximately equal size. The model is trained and 
tested each time, it is trained on the entire dataset leaving out the 
specific fold and then it is tested on the leave-out subset. The 
accuracy estimated is the overall number of correct classifications 
divided by the number of the instances in the dataset [37]. 

To evaluate the above classifiers, we used Total Accuracy 
(ACC) and F1-Score. 

ACC is the total efficiency of the classifier, which determines 
the probability of correct classification, i.e. the ratio of correct 
classification s to all classifications. It is expressed by the equa-
tion [38]: 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
             (1) 

A considerable disadvantage about the ACC as it does not 
take into consideration the differences between the types of error, 
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it does not punish the fact that the model classifies i.e a patient as 
a false negative, meaning that he is diagnosed as not having the 
disease when he actually has the disease (false negative values). 
Another aspect is related to the case when there is an unbalanced 
dataset, as ACC does not provide a realistic measurement – it is 
more effective to consult the confusion matrix (Tab. 2) [38]. 

Recall is the ability of a model to find all the relevant cases 
within the dataset, being defined as the number of true positives 
divided by the sum of true positives and false negatives. Precision 
is the ability of a classification to identify the positive features and 
it is defined as the number of true positives divided by the number 
of all instances that were classified as positives. F1-Score is an 
optimal blend, the harmonic mean of Recall and Precision [10]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
                               (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
                                    (3) 

𝐹1 = 2 ⋅
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⋅𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
              (4) 

Tab. 2. Confusion Matrix 

Hypothesized class Actual class 

 Positives Negatives 

Yes 
True  

Positives 
False 

Pozitives 

No 
False  

Negatives 
True  

Negatives 

 

The final steps of this study were construction of classification 
rules and extraction the action rules from classification rules. 

Action rules are constructed from classification rules which 
suggest an alternative to reclassify the instances. These rules 
indicate the changes in an attribute that need to be made to inte-
grate an instance, in this case, a patient into a different category, 
all accordingly to the information from the clinicians. It is crucial to 
find useful rules from analysing the data and identify the relevant 
patterns that best describes the instances [9]. 

An action rule can be presented in the following form [41,42]: 

[(𝜔) ∧ (𝛼 → 𝛽)] ⟹ (𝛹 → 𝛺)                           (5) 

where ω indicates a fixed condition features conjunction, that is a 

part of both groups, (α → β) is recommended changes in flexible 
features value and (Ψ → Ω) means an effect of the action, which 
the user wants to achieve. 

3. RESULTS  

To enhance the performance of the model, first, the dimension 
of the data set needs to be reduced, the irrelevant features or 
features that are little correlated with the class label should be 
neglected. [39] As mentioned earlier, two feature selection meth-
ods were used:  

 Correlation Based Feature Selection with Ranker Search 
Method, taking into consideration the first 6 attributes with a 
merit of approximate 0.5 or higher 

  Chi-Square Test choosing the first 8 most independent fea-
tures, listed in the table bellow:  
In addition, we also took into one of the models only those at-

tributes indicated by doctors as most important in chronic kidney 
disease. These features include blood pressure, specific gravity, 
diabetes mellitus, hypertension, albumin, blood urea, serum creat-
inine, sodium, potassium, haemoglobin, red blood cell count and 
packed cell volume [1,2,4]. The results of attribute selection are 
shown in Tab. 3. It is important to note that 6 of all features were 
able to be extracted for each of the methods mentioned above. 
These features are highlighted with the same color in Tab. 2. 

The results of classification for each of analyzed models are 
shown in Figs. 1-3.  

Tab. 3. Feature selection results 

Attributes  
indicated  

by doctors 

Correlation  
Based Feature 

Selection 
Chi-Square Test  

blood pressure hemoglobin serum creatinine 

specific gravity hypertension specific gravity 

diabetes mellitus diabetes mellitus hemoglobin 

hypertension serum creatinine albumin 

albumin albumin hypertension 

blood urea packed cell volume diabetes mellitus 

serum creatinine  red blood cell count 

sodium  packed cell volume 

potassium   

hemoglobin   

red blood cell count   

packed cell volume   

  
Fig. 1. Average accuracy 
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Fig. 2. Total Accuracy (ACC) Results 

 

Fig. 3. F1-Score Results 

The next step of the research was to identify the classification 
rules. These rules were obtained using the classifier algorithms 
mentioned earlier. A few dozen rules were obtained for each 
model. We compared the rules extracted for the model containing 
all features and for the models after feature reduction. In the 
following, we present dozens of rules that classify patients into a 
group at high risk for chronic kidney disease (underlined are those 
rules that were obtained in both models: the model containing all 
features and the models after feature selection): 

 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
1 AND hypertension = yes THEN ckd 

 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
1 AND hypertension = no AND packed cell volume = 0 THEN 
ckd 

 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
1 AND hypertension = no AND packed cell volume = 1 AND 
diabetes mellitus = yes THEN ckd 
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 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
2 THEN ckd 

 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
3 THEN ckd 

 IF albumin = 0 AND hemoglobin = 2 THEN ckd 

 IF hemoglobin = 0 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = no AND albumin = 
0 AND serum creatinine = 2 or 3 or 4 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = no AND albumin = 
2 or 3 or 4 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = no AND serum 
creatinine = 1 AND specific gravity = 2 or 3 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = no AND serum 
creatinine = 2 or 3 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = yes THEN ckd 

 IF hemoglobin = 1 AND specific gravity = 1 or 2 or 3 THEN 
ckd 

 IF hemoglobin = 1 AND specific gravity = 4 AND serum 
creatinine = 1 AND albumin = 0 AND packed cell volume = 0 
THEN ckd 

 IF hemoglobin = 1 AND specific gravity = 5 AND serum 
creatinine = 2 or 3 THEN ckd 

 IF hemoglobin = 1 AND specific gravity = 5 AND serum 
creatinine = 1 AND albumin  = 1 or 2 or 3 or 4 or 5 THEN ckd 

 IF hemoglobin = 2 THEN ckd 

 IF hypertension = no AND albumin = 0 AND diabetes mellitus 
= no AND specific gravity = 2 or 3 THEN ckd 

 IF hypertension = no AND albumin = 0 AND diabetes mellitus 
= yes THEN ckd 

 IF hypertension = no AND albumin = 1 or 2 or 3 or 4 THEN 
ckd 

 IF hypertension = yes THEN ckd 

 IF serum creatinine = 1 AND albumin = 0 or 5 AND 
hemoglobin = 0 THEN ckd 

 IF serum creatinine = 1 AND albumin = 0 or 5 AND 
hemoglobin = 1 or 2 AND diabetes mellitus = yes THEN ckd 

 IF serum creatinine = 1 AND albumin = 1 or 2 or 3 or 4 THEN 
ckd 

 IF serum creatinine = 1 AND specific gravity = 1 or 2 or 3 
THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = yes THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = no AND albumin = 0 AND potassium (pot) = 1 
AND blood urea (bu) = 1 AND sodium = 0 THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = no AND albumin = 0 AND potassium (pot) = 1 
AND blood urea (bu) = 2 AND sodium = 0 THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = no AND albumin = 0 AND potassium (pot) = 
2THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = no AND albumin = 1 or 2 or 3 or 4 or 5THEN 
ckd 

 IF serum creatinine = 1 AND specific gravity = 4 or 5 AND 
albumin = 1 or 2 or 4 THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 5 AND albumin 
= 1 or 2 or 3 or 4 or 5 THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 5 or 4 AND 
albumin = 1 or 3 or 4 THEN ckd 

 IF serum creatinine = 2 or 3 or 4 THEN ckd  

 IF serum creatinine = 4 AND specific gravity = 1 or 2 or 3 
THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = yes THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = no AND sodium = 0 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = no AND sodium = 1 AND albumin = 0 AND 
diabetes mellitus = yes or no THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = no AND sodium = 1 AND albumin = 1 or 2 or 3 
or 4 or 5 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = no AND sodium = 2 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 5 AND blood 
pressure = 0 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 5 AND blood 
pressure = 1 AND albumin = 1 or 2 or 3 or 4 or 5 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 5 AND blood 
pressure = 2 or 3 THEN ckd 
The classification rules read as follows: e.g. the last rule 

means that if serum creatinine is at level 4, specific gravity is at 
level 5 and blood pressure is at level 2 or 3, the patient is classi-
fied in the high probability of having chronic kidney disease in 
early stages group. 

The final step of the study was to extract action rules that 
would allow the reclassification of patients from the group at high 
risk for chronic kidney disease to the group that are generally not 
prone to chronic kidney disease. Here, we also received over a 
hundred rules. Below there are some selected action rules ex-
tracted from the classification rules (again, underlined are those 
rules that were obtained in both models: the model containing all 
features and the models after feature selection): 

 [albumin=0] ∧ [hemoglobin=1] ∧ [serum creatinine=1] ∧ 
[hypertension=no] ∧ [packed cell volume=1] ∧ [diabetes 

mellitus, yes→no] ⟹ [class, ckd →  notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [albumin, 4→5] 

⟹ [class, ckd →  notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [albumin=0] ∧ 

[serum creatinine, 2→1] ⟹ [class, ckd →  notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [serum 

creatinine=1] ∧ [specific gravity, 2→1] ⟹ [class, ckd →  
notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [serum 
creatinine=1] ∧ [specific gravity, 3→4] ⟹ [class, ckd →  
notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [serum 
creatinine=4] ∧ [rbcc, 0→2] ⟹ [class, ckd →  notckd] 

 [hemoglobin=1] ∧ [specific gravity=4] ∧ [serum creatinine=1] 
∧ [albumin=0] ∧ [packed cell volume, 0→2] ⟹ [class, ckd →  
notckd] 

 [hemoglobin=1] ∧ [specific gravity=4] ∧ [serum creatinine=1] 

∧ [albumin=0] ∧ [packed cell volume=1] ∧ [rbcc, 0→1] ⟹ 
[class, ckd →  notckd] 

 [hemoglobin=1] ∧ [specific gravity=5] ∧ [albumin, 2→4] ⟹ 
[class, ckd →  notckd] 

 [hemoglobin=1] ∧ [specific gravity=5] ∧ [serum creatinine=1] 
∧ [albumin, 1→0] ⟹ [class, ckd →  notckd] 

 [hypertension=no] ∧ [albumin, 3→5] ⟹ [class, ckd →  
notckd] 



Andreea S. Turiac, Małgorzata Zdrodowska                            DOI  10.2478/ama-2022-0022 
Data Mining Approach in Diagnosis and Treatment of Chronic Kidney Disease 

186 

 [hypertension=no] ∧ [albumin, 4→5] ⟹ [class, ckd →  
notckd] 

 [hypertension=no] ∧ [albumin=0] ∧ [diabetes mellitus=no] ∧ 

[specific gravity, 2→1] ⟹ [class, ckd →  notckd] 

 [hypertension=no] ∧ [albumin=0] ∧ [diabetes mellitus=no] ∧ 

[specific gravity, 3→4] ⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [albumin=0] ∧ [hemoglobin=1] ∧ 

[diabetes mellitus, yes→no] ⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [albumin=0] ∧ [hemoglobin=2] ∧ 

[diabetes mellitus, yes→no] ⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=4] ∧ [albumin, 1→0] 

⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=4] ∧ [albumin,3→2] 

⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=4] ∧ [albumin,4→5] 

⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=4] ∧ 

[hypertension=no] ∧ [albumin=0] ∧ [pot=1]∧[bu =1]∧[sod, 
0→1] ⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 1→0] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 1→2] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 1→5] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 3→0] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 3→2] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 3→5] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 4→0] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 4→2] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 4→5] 
⟹ [class, ckd →  notckd]  
The action rules read as follows: e.g. the last action rule 

means that if serum creatinine is at level 1, specific gravity is at 
level 5, and albumin level is changed from 4 to 5, then we can 
reclassify the patient from the high probability of having chronic 
kidney disease in early stages group to the patients that are gen-
erally not prone to chronic kidney disease. 

4. DISCUSSION 

Chronic Kidney Disease means a chronic disease associated 
with kidney failure. Currently, kidney function is traditionally as-
sessed by blood and urine tests.  However, it is important to de-
velop a CKD system to recognize the early stages of CKD and its 
symptoms. In this way, preventive measures can be taken to 
manage the disease at an early stage and avoid its complications.  

Classification, one of the methods of data mining that involves 
finding a way to map data into a set of predefined classes, can be 
helpful here. Based on test results, we can assign a given patient 
to the appropriate disease class.  In our work, we made a classifi-
cation this for four models: containing all available patient data, 
containing features identified by doctors as major factors in chron-
ic kidney disease, and models containing features selected using 

Correlation Based Feature Selection and Chi-Square Test. 
Here we see that for each model, the highest accuracy was 

obtained for the Sequential Minimal Optimization and Multilayer 
Percepton algorithms. These results are also confirmed by the F1-
Score. 

For the model with all the attributes Sequential Minimal Opti-
mization and Multilayer Perceptron performs particularly well, with 
an accuracy of 99.75%, respectively 99.25% and an F1-Score of 
0.998, respectively 0.994. 

For the model of attributes with references in the literature, 
those recommended by clinicians Random Tree has the highest 
accuracy of 99.25% and F1-Score of 0.994, followed by Sequen-
tial Minimal Optimization – 98.75% and F1-Score of 0.989 and 
Multilayer Perceptron – 97.75% and F1-Score of 0.981. 

For the model with attributes reduced with Correlation Based 
Feature Selection CART and JRIP have the highest accuracy with 
a 96.75% and 0.973 F1-Score, respectively 96.5% and 0.971 F1-
Score, closely followed by Sequential Minimal Optimization – 
96.5% and Multilayer Perceptron 96.25%. 

For the model with attributes reduced with Chi-Square Test 
Multilayer Perceptron has the best results with an accuracy of 
99% and a F1-Score of 0.991, followed by Random Tree 98.75% 
accuracy and 0.989 F1-Score and Sequential Minimal Optimiza-
tion with 98.25% accuracy and 0.979 F1-Score. 

It is worth mentioning that other authors [43, 44] also worked 
on the same database. They often used other feature selection 
methods and other classification methods and also achieved high 
accuracy rates. 

Based on ours models, we also extracted dozens of decision 
rules and then action rules that that would allow the reclassifica-
tion of patients from the group at high risk for chronic kidney 
disease to the group that are generally not prone to chronic kidney 
disease. 

The overall objective of this analysis is to find methods to cor-
rectly predict the presents of chronic kidney disease in early stag-
es and to find optimal guidance and particular treatment for each 
patient based on the results. Our study was conducted using the 
results of a survey of 400 individuals. This may be an insufficient 
research sample. In order to use intelligent algorithms for optimal 
diagnosis, larger verified datasets are required. The feature selec-
tion made with Chi-Square Test performed very well with Multi-
layer Perceptron, Random Tree and SMO algorithms and this 
hybrid method can be improved by creating larger datasets with 
the attributes identified with feature selection. 

5. CONCLUSION 

Chronic kidney disease is a lifestyle disease that affects more 
and more people. This disease is special because it can be a 
consequence or complication of all other diseases of civilization, 
from obesity, diabetes, hypertension and cardiovascular diseases. 
Too rarely diagnosed, it occurs much more frequently than previ-
ously thought. Its course is very often hidden, therefore this chron-
ic kidney disease is a real challenge for the XXI century medicine.  

Therefore, a very important aspect is the proper and early di-
agnosis and the support of doctors in the process of diagnosis 
and treatment. Data mining, which is increasingly used in medi-
cine and its related fields, can be helpful here. Data mining allows 
for a different way of looking at the disease and the factors caus-
ing it. It is based on the research of doctors, but also looks for 
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completely different correlations. It can connect the features that 
are not obvious. Appropriate data analysis allows for building 
models that can support doctors in diagnosing a disease, support 
their decisions on treatment or rehabilitation of a patient. An im-
portant aspect of data mining are classification rules and action 
rules. Especially the latter can be an important guideline for doc-
tors. They can reassure the doctor in his diagnosis or indicate 
new, previously unseen ways to cure the patient. 
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